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ABSTRACT
Prospect theory is a behavioral model of how people make deci-
sions in the presence of risk; this work explores the application of
prospect theory, particularly the reference-dependence effect, to user
interactions with cookie banners. We identify two possible risks as-
sociated with cookies—the functional risk that denying cookies will
degrade user experience and the privacy risk that accepting cookies
will allow a website to access and sell personal information—and
explore how the slant of a cookie consent banner (which risk it
emphasizes) and the framing of a banner (whether it emphasizes
the potential for gain or the potential for loss) impact user deci-
sions. We conduct an empirical users study (𝑛 = 1557) in which we
observe how users interact with different cookie banner prompts.
We find that for both possible slants, a negative framing is signifi-
cantly more effective at nudging user decisions. We also find that
the combination of slant and framing impact cookie opt-out rates
by a factor of three. These results demonstrate the need for further
consideration of the ethical implications of framing and nudging in
the context of consent requests.
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1 INTRODUCTION
Recent privacy regulations such as the EU’s General Data Protec-
tion Regulation (GDPR) [38] and the California Consumer Privacy
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Act (CCPA) [12] aim to enhance user privacy by empowering In-
ternet users with control over their data. These regulations have
given rise to ubiquitous consent interfaces such as cookie banners,
which ask users to opt-in or opt-out of cookies. However, prior
work has conclusively established that cookie banners fall short
of ensuring that websites’ cookie practices comply with user pref-
erences. Almost half of users express discomfort with standard
cookie practices [48], but just 0.4% of users opt-out of cookies when
presented with a common cookie banner design [53]. UI elements
called dark patterns [9, 11, 15, 16, 20], which are common among
cookie banners in the wild, further depress opt-out rates [53].

In this work, we consider how another element of cookie banners—
the text used to frame the choices available to the user—impacts
user interactions with cookie consent interfaces. We begin by iden-
tifying two possible risks associated with cookies: (1) the functional
risk that denying cookies will degrade user experience and (2) the
privacy risk that accepting cookies will allow a website to collect
and profit from personal information. Drawing on prospect the-
ory [25, 49–52], an empirical model of how people make decisions
in the presence of risks, we consider two aspects of the banner text:
(1) slant, that is whether the banner focuses on the functional risk
of denying cookies (positive slant) or the privacy risk of accepting
cookies (negative slant) and (2) framing, that is whether the text
emphasizes the benefits of choosing the higher-utility option (posi-
tive framing) or whether it emphasizes the harms of choosing the
lower-utility option (negative framing).

To understand the impact of these two textual aspects of cookie
banners, we conducted an empirical user study with 1557 partici-
pants. Each participant visited an experimental aggregated news
site after clicking on an advertisements displayed through Google
Ads. Upon arriving on the site, each user was presented with a
cookie banner containing one of five different text prompts. We
found that for the conditions with a positive slant (i.e., those that
emphasized the risk that denying cookies would degrade user expe-
rience), the negative framing resulted in significantly lower opt-out
rates (𝑝 = .009). For conditions with a negative slant (i.e., those
that emphasized the risk that accepting cookies would degrade
user privacy), the negative framing resulted in significantly lower
opt-in rates (𝑝 = .013). These results are consistent with prospect
theory’s reference-dependence effect, an empirical pattern in how
people make decisions in the presence of risk. Overall, the fraction
of users who opted-out of cookies varied between conditions by up
to a factor of three.

These results demonstrate that the language employed when
prompting users to make decisions that impact their privacy, such
as whether to opt-in or opt-out of cookies, can significantly impact
users’ decisions. This provides further evidences that undermines
the theory that interactive prompts such as cookie banners result
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in informed consent to data practices. It also casts light on the need
for careful consideration among privacy experts, UI designers, and
regulators about the ethical implications of leveraging psychologi-
cal patterns in human decision making in the context of consent
interfaces and about whether and how such language should be
regulated to enhance privacy online.

2 BACKGROUND: PROSPECT THEORY
Prospect theory [25, 49–52]—first introduced in the 1970s as a cri-
tique of the then-dominant expected utility theory [19, 55]—is a
descriptive model of decision making in the presence of risk. Ex-
pected utility theory—which asserts that a principal faced with a
choice between two options will evaluate the expected utility of
each outcome and then select the option with the higher expected
utility—does not accurately predict human behavior observed in
many experimental settings.

Prospect theory instead posits that decisions are comprised of
two phases: an editing phase and an evaluation phase. In the edit-
ing phase, humans apply a set of simplifying heuristics to reduce
the complexity of the decision problem. In the evaluation phase,
probabilities and utilities are weighted by a decision weight𝑤 and
a subjective value 𝜈 , respectively. Humans are then presumed to
rationally evaluate the options based on the weighted expected
subjective value of the edited prospects.

The interactions between the editing phase and the weighting
functions 𝑤 and 𝜈 result in several effects that have been empiri-
cally validated through a series of experimental studies. One no-
table effect, sometimes termed the framing effect or the reference-
dependence effect, observes that people simplify decision problems
by defining outcomes relative to a neutral baseline. Because people
are loss averse, this implies that the framing of a decision problem—
whether the higher-utility outcome is presented as a gain relative
to the lower baseline (positive framing) or whether whether the
lower-utility outcome is presented as a loss relative to the higher
baseline (negative framing)—can effect which option people select.
A negative framing will more effectively nudge people away from
the lower-utility option.

More than 40 years later, prospect theory is still widely viewed
as the best available model for how people make decisions in the
presence of risk. It has been applied as a descriptivemodel to explain
observed behavior in various different areas of economics including
finance [6, 18, 33, 44], insurance [7, 24, 27, 47], savings [28], price
setting [23], labor supply [13, 17], and betting markets [45]. Within
the domain of computer science, prospect theory has been applied
to explain decisions relating to investment in security [43, 54],
adoption of two-factor authentication [39], disclosure of personal
information [3, 4, 22], and password selection [31].

3 METHODOLOGY
To evaluate the impact of slant and framing on cookie consent deci-
sions, we conducted an empirical user study with 1557 participants.
Each participant visited an experimental website; upon arriving on
the site, the user was presented with a cookie banner. Our website
logged how each user interacted with the cookie banner.

Figure 1: News aggregation site used in our user study.

3.1 Experimental Setup
To conduct this study, we used an experimental aggregated news
site. We chose this context because cookies on this site provide a
credible privacy threat even for a brief, one-time visitor: a user’s
browsing pattern on such a site can expose sensitive information
such as political beliefs and interests that are commonly sold to
third-party aggregators. A screenshot of our website in shown in
Figure 1.

When a user first arrived on the site, they were presented with a
pop-up cookie banner. The text of the banner stated, “We use cook-
ies to improve your experience on our site, to support personalized
advertising and content, and to analyze how our site is used.” The
banner contained two prominent buttons below the text—one to
accept cookies and one to deny cookies—as well as an “x” box in
the top right-hand corner to dismiss the banner. The banner for the
neutral condition is shown in Figure 2. The website logged how
each user interacted with the banner.

The banner was non-blocking—users could ignore the banner
and use the site, although some content was occluded—and the
banner remained visible until the user clicked on one of the buttons
or dismissed the banner. As with most real-world banners, the
default behavior (i.e., whether cookie were “opt-in” or “opt-out”
and what would happen if the user dismissed the banner) was not
clearly specified by the interface. In fact, our site did not actually
use any cookies for any users.

To understand the extent to which prospect theory—and specifi-
cally the reference-dependence effect—applies to cookie consent
decisions, we introduced four experimental conditions that explore
whether the reference-dependence effect applies to cookie consent
decisions. More specifically, we evaluated how effective different
framings—positive framing, which emphasizes the benefits of the
higher-utility choice compared to a lower-utility baseline, versus
negative framing, which emphasizes the losses incurred by the
lower-utility choice compared to a higher-utility baseline—are at
nudging users towards accepting cookies (in the positive slant
conditions, which describe cookies as beneficial) and at nudging
users away from accepting cookies (in the negative slant conditions,
which describe cookies as harmful). These four conditions differ
from the neutral condition only in the labels that appear on the
two buttons in the banner (the accept cookies button and the deny
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Figure 2: The cookie banner for the neutral slant and neutral framing condition.

Slant Framing Accept Cookies Label Deny Cookies Label
Neutral Neutral Accept cookies Deny cookies
Positive Positive Accept cookies to improve your experience

on this site
Deny cookies

Positive Negative Accept cookies Deny cookies and degrade your experience
on this site

Negative Positive Accept cookies Deny cookies to prevent this website and
its partners from accessing or selling your
personal information

Negative Negative Accept cookies to allow this website and its
partners to access and sell your personal
information

Deny cookies

Table 1: A summary of the five different banner versions employed in our user study. Slant indicates to whether accepting
cookies is presented as the higher-utility choice (positive slant) or lower-utility choice (negative slant). Framing corresponds
to whether the button for the higher-utility choice emphasizes the benefits of that choice (positive framing) or whether the
button for the lower-utility choice emphasizes the harms of that choice (negative framing).

Figure 3: The Google Advertisement displayed to users.

cookies button); the precise labels for these buttons in each condi-
tion are provided in Table 1. Users were pseudorandomly assigned
to a condition based on a hash of their IP address.

3.2 Participant Recruitment
To ensure ecological validity, we recruited study participants through
a Google Ads campaign run between July 14-20, 2021. The ad was
placed for search terms relating to news and was targeted at U.S.
users through the Google Ads network with an average cost per
click of 21 cents. A copy of the recruiting ad is shown in Figure 3.

Our cleaned dataset included log records from 1557 unique users
who were assigned to one of our five conditions, with 290-337 users
in each condition. 73.6% of users visited the site on a mobile browser,
7.5% on a tablet, and 18.8% on a desktop.

3.3 Ethical Considerations
To minimize the risk to our users, the only data collected were inter-
actions with a publicly available site (e.g., how users interacted with
the banner on the news site) for which users had no expectation

of privacy; no personally-identifiable information was collected.
Log entries were associated with a unique identifier defined by
a hash of the user’s IP address; no IP addresses or other identi-
fiers were stored. Information collected was used only for research
purposes. The privacy policy for our website also clearly stated
that this was an academic study exploring how users interact with
cookie banners, and that no personal information was collected or
sold; the privacy policy also included a button that users could click
to opt-out of the study and have their log entries deleted.

This research received an IRB exemption approval from the
institutional ethics review board (IRB) at our institution.

4 RESULTS
To evaluate the effect of framing on user interactions with cookie
banners, we used Chi-squared contingency tests to test for signifi-
cant differences between conditions.

Banners with a positive slant present users with a choice between
accepting cookies—which are claimed to improve users’ experience
on the site—and denying cookies and degrading the experience.
We found that users who saw the banner with negative framing
were significantly less likely to opt-out of cookies (and more likely
to accept cookies) compared to users who saw the banner with
positive framing (𝑝 = .009). This is consistent with prior work
apply prospect theory in other domains, which have found that
negative framings are more effective than positive framings at
nudging users away from “bad” decisions (in this case, nudging
users away from opting-out of cookies). In the positive-framing
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Figure 4: The effect of framing on cookie banners with a
positive slant, compared to a neutral baseline banner.

Figure 5: The effect of framing on cookie banners with a
negative slant, compared to a neutral baseline banner.

condition, 7.8% of users opted-out of cookies compared to just 2.6%
in the negative-framing condition. These results are depicted in
Figure 4.

Banners with a negative slant attempt to nudge users in the
opposite direction; they present user with a choice between ac-
cepting cookies—which poses privacy risks by allowing a website
to access and sell personal information—and denying cookies to
prevent this harm. We found that users who saw the banner with
negative framing were significantly less likely to accept cookies
(and more likely to deny cookies) compared to users who saw the
banner with positive framing (𝑝 = .013). This is also consistent with
prior work on prospect theory. In the positive-framing condition,
8.8% of users accepted cookies (and just 2.3% opted-out) whereas in
the negative-framing condition only 4.3% of users accepted cookies
(and 5.3% opted-out). These results are shown in Figure 5.

We also compared our four conditions with framing to a neutral
baseline condition. In all cases, the conditions with framing and
slant resulted in lower interaction rates than the neutral baseline
condition, although the difference between the neutral condition
and the condition with positive slant and positive framing was not
statistically significant.

5 DISCUSSION
These results have real-world implications that should be incorpo-
rated into best practices and industry standards for cookie consent.
They also shed light on directions for future work.

Framing and Consent. All five of our conditions presented users
with a banner with the same text prompt and with two buttons:
one that accepted cookies and one that denied cookies. However,
the fraction of users who opted out of cookies varied between con-
ditions by up to a factor of three: in the condition with positive
slant and positive framing 7.8% of users opted out of cookies com-
pared to just 2.3% in the condition with negative slant and positive
framing. This large difference in how users interact with various
banners (despite the identical outcomes underlying that decision)
indicates that how users interact with cookie banners is swayed by

the framing of the decision and not just by the user’s preferences
about how their data may be used. This in turn suggests that a user
who clicks a button to allow cookies—or one that fails to click the
button to deny cookies—might not actually be providing informed
consent to the underlying data practices.

Future work will be required to more fully explore the interac-
tion between framing and consent—does framing have less impact
on users with strongly-held beliefs? how does framing interact with
other forms of nudging (e.g., visual dark patterns)?—but future pri-
vacy regulations and industry standards should account for framing
when defining best practices and setting minimum standards for
informed consent.

Ethical Implications of Framing. From a privacy perspective, it is
tempting to believe that banners with positive framing and positive
slant enhance privacy because they significantly increase the rate
at which users opt out of cookies compared to alternate banner
designs. However, that is only the case if (1) we defines privacy as
compliance with societal-defined norms regarding data use—a view
espoused by the philosophy of contextual integrity [34, 35]—and (2)
we establish that those norms in our society preclude the use of non-
necessary cookies in this context—as yet, an open question. Most
privacy regulations and industry standards instead embrace the
philosophy that Internet privacy is best met by empowering users
with control over who has access to their personal information,
a view that is grounded in Western legal theory [10]. From this
perspective, even well-intended framing that exploits patterns in
human decision-making to nudge users to opt-out of cookies should
be considered a privacy violation if it overrides users’ abilities to
make decisions that accurately reflect their data use preferences.

Further work will be required to determine which sorts of fram-
ing and slant (or lack thereof) result in users making decisions that
best-align with their privacy preferences and to update regulations
and standards to reflect these results.

Non-interaction Decisions. Most prior work on prospect theory
tends to implicitly focus on decisions with two possible choices.
However, users who interact with (non-blocking) cookie banners
actually have three possible choices they can make: accept cookies,
deny cookies, or neither. Users who opt not to interact with the
banner, either by ignoring it or by dismissing it, have implicitly
opted for that third choice. That third option is complicated by the
fact that the outcome of choosing not interact with a banner varies
based on local privacy regulations and individual company policies,
and is thus unlikely to be well-understood by Internet users.

Our results suggest that the presence of this implicit third option
has a significant effect on how framing influences patterns in user
behavior. In the conditions with positive slant, negative framing
decreased opt-out rates compared to both positive framing and to
the neutral baseline condition, but it only increased opt-in rates
compared to the positive framing; the negative framing condition
actually decreased both opt-out and opt-in rates compared to the
neutral baseline condition. In the conditions with negative slant,
negative framing decreased opt-in rates compared to both positive
framing and to the neutral baseline condition but it only increased
opt-out rates compared to the positive framing; opt-out rates were
statistically identical between the negative framing condition and
the neutral baseline.
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Further work will be required to develop a better understanding
of user beliefs about default cookie behavior and to understand how
factors such as slant and framing might influence user perceptions
of this third option.

Our results provide strong preliminary evidence to support our hy-
pothesis that prospect theory effects such as the reference-dependence
effect can significantly influence how users interact with cookie
banners and whether they consent to cookies. However, future
work will be required to develop a more complete understanding of
the relationship between prospect theory and cookie consent and
to develop guidelines and regulations to ensure that these effects
are used ethically in order to enhance user privacy online.

6 RELATEDWORK
This work is the first to explore the reference-dependence effect, or
prospect theory more generally, on user interactions with cookie
banners. However, both prospect theory and cookie banners have
been the focus of research independently.

6.1 Prospect Theory and User Interfaces
A small amount of work has looked at how well the reference-
dependence effect, or prospect theory effects more generally, pre-
dict patterns in user interactions with user interfaces. Qu et al. [39]
investigated the reference-dependence effect and the pseudocer-
tainty effect in the context of two-factor authentication; they found
that both effects explained whether or not users choose to enable
two-factor authentication for a game in a laboratory setting. Ma et
al. [31] explored the impact of the reference-dependence effect and
the source-dependence effect on password selection; they found
that an intervention could leverage the reference-dependence effect
to nudge users to select significantly stronger passwords.

Earlier work has explored other connections between prospect
theory and privacy. In 2007, Acquisti et al. posited that several
prospect theory effects—notably ambiguity aversion—might signifi-
cantly impact privacy decision making [2]. Follow-up work found
that people were more willing to sell personal information than
to buy back previously-disclosed information [3, 22], and that the
framing of notice affected whether or not users disclosed personal
information in a survey [4]. Choe et al. [14] also found that visual
signals of an app’s trustworthiness were affected by framing, with
positively framed signals proving more effective at influencing user
opinions about the trustworthiness of an app. More recent work
has looked at developing and validating a theory for how context
and personality affect decisions about disclosing personal informa-
tion [5] and at the mechanism-design problem of how to calibrate
noise in privacy-preserving mechanisms [29, 30].

Prospect theory has also been applied to other security deci-
sions, although only in limited domains. Verendel [54] developed
a prospect theory model for decisions about buying versus skip-
ping security protections (e.g., anti-virus software), although that
work did not include any experimental validation. Schroeder [43]
conducted a lab-based survey of IT officers in the U.S. military and
found that prospect theory predicted hypothetical decisions about
investment in information security. Sawicka and Gonzalez [41] ex-
plored the extent to which prospect theory can explain behavioral

dynamics in IT-based work environments; they found the model
matched choices observed in a short experimental run, but that
it was not likely to account accurately for behavior over longer
time periods. Sanjab et al. [40] explored how the decision weight
function and value function impact principals’ decisions in adver-
sarial games in the context of attacks on Unmanned Aerial Vehicles
(UAVs); they found that these subjective functions led to the adop-
tion of riskier strategies which cause delays in delivery.

6.2 Cookie Banners and Nudging
Although this work is the first to apply prospect theory to cookie
consent, interactions with cookie banners—and the impact of nudg-
ing and dark patterns [9, 11, 15, 20] on those interactions—have
been extensively studied.

A large-scale experiment varying the position of GDPR cookie
consent notices found banner location, visual nudging, and other
dark patterns (e.g., defaults) significantly impacted how users in-
teracted with cookie banners [53]. A manual analysis of 300 cookie
banners from news websites found that two thirds demonstrated
dark patterns such as nagging, obstruction, sneaking, interference,
and obstruction [46]. Nouwens et al. [36] scraped cookie banner
designs from consent management platforms (CMPs) that appeared
on top-10,000 websites in the U.K.; they found that dark patterns
and implied consent were ubiquitous and that common design ele-
ments significantly impacted user consent decisions. Gray et al. [21]
performed an interaction criticism reading of three different types
of consent banners and identified design choices that raise ethical
concerns. Bermejo Fernandez et al. [8] found that nudging designs
in cookie banners had a large impact on the decisions users make.

Nudging effects and dark patterns have also been observed and
evaluated in other contexts, including ecommerce [32], social net-
works [26], and Do Not Sell interfaces [37]; they have been consis-
tently found to impact user behavior.

In recognition of these effects, GDPR bans specific anti-privacy
designs in cookie consent notices, such as pre-selected checkboxes.
However, some privacy advocates have argued that nudging should
be used to nudge users towards privacy-protecting choices [1, 42].

7 CONCLUSION
In this work, we explore the application of prospect theory, par-
ticularly the reference-dependence effect, to cookie consent. We
identify two possible risks associated with cookies—the functional
risk that denying cookies will degrade user experience and the pri-
vacy risk that accepting cookies will allow a website to collect and
sell personal information—and explore how the slant of a cookie
consent banner and the framing of a banner (whether it emphasizes
the potential for gain or the potential for loss) impact user deci-
sions. We find that for both possible slants, a negative framing is
significantly more effective at nudging user decisions, and we find
that the combination of slant and framing impact cookie opt-out
rates by a factor of three. We also find that slant and framing signif-
icantly reduce interaction compared to a neutral baseline banner.
These results demonstrate the need for further consideration of the
ethical implications of framing consent requests and a more careful
evaluation of the extent to which interactions with such interfaces
constitute informed consent.
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